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We apply quantum optimal control to shape the phase-space distribution of Bose-Einstein conden-
sates in a one-dimensional optical lattice. By a time-dependent modulation of the lattice position,
determined from optimal control theory, we prepare, in the phase space of each lattice site, trans-
lated and squeezed Gaussian states, and superpositions of Gaussian states. Complete reconstruction
of these non-trivial states is performed through a maximum likelihood state tomography. As a prac-
tical application of our method to quantum simulations, we initialize the atomic wavefunction in an
optimal Floquet-state superposition to enhance dynamical tunneling signals.

I. INTRODUCTION

In current endeavors to harness quantum properties for
enhanced metrology or quantum simulations, a shared
requirement is the ability to prepare, manipulate, and
perform measurements on complex quantum states [1].
Regarding the initial preparation stage, a key example
in quantum metrology is given by the use of squeezed
states, that allow to reach sensitivities below the stan-
dard quantum limit. This is famously the case of
squeezed light, used to enhanced spectroscopy [2] and
interferometry [3, 4], but there is also a long going theo-
retical and experimental effort to harness squeezing with
matter — with effective spins derived from internal states
or from states of motion, as well as with matter waves
— for enhanced matter wave interferometry [5-10]. Like-
wise, quantum simulations, especially when relying on
engineered effective Hamiltonians [11, 12], or exploiting
synthetic dimensions [13], benefit from the ability to pre-
pare specific initial states of the effective system, for
which adiabatic preparation methods may not exist.

Bose-Einstein condensates (BECs) constitute a plat-
form particularly well-suited to quantum simulations as
well as quantum metrology, thanks to their high level
of controlability. We focus here on engineering the mo-
tional state of BECs in a one-dimensional optical lat-
tice using quantum optimal control (QOC) (see [14, 15]
and references therein) in order to produce states with
various phase-space distributions. Such optimal control
processes were already implemented experimentally with
success in [16] for the control of populations and phases
of momentum superpositions. We point out that simi-
lar approaches were used in a series of papers for quan-
tum interferometry [17-19] or quantum simulation pur-
poses [20, 21]. In this study, we show that the techniques
proposed in [16] can also be applied to generate complex
quantum states corresponding to a specific phase-space
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distribution. With our QOC protocol, and manipulating
only external degrees of freedom, we are able to prepare
states with exotic density and momentum distributions,
which could not be reached through standard adiabatic
methods.

Since the produced states cannot be easily identified
from a few measurements (as in [16]), they therefore re-
quire a full experimental characterization in order to ver-
ify the quality of the preparation. Such a quantum state
tomography [22] is a matter of great relevance to quan-
tum computation and simulation. Several methods to
solve that problem have been put forward, using, for ex-
ample, mappings from the motional state to internal de-
grees of freedom [23-25], or, more recently, in the context
of many-body systems, exploiting randomized measure-
ments [26] or neural networks [27]. Here we implement
state reconstruction for the atomic state in the lattice
through a maximum likelihood iterative method inspired
by quantum optics [28-33], using measurements of the
free evolution of the prepared state in the lattice. We
demonstrate the efficiency of this approach which is orig-
inal in this context and well adapted to our experimental
setup. Finally, an application of this generic preparation
procedure in quantum simulation is proposed in which
the wave function is brought into an optimal Floquet-
state superposition to enhance dynamical tunneling sig-
nals.

The paper is organized as follows. In section II we
present our experimental setup as well as the methods
employed to prepare and reconstruct quantum states. In
sections III and IV we tailor the distributions of BECs
in the (z,p) phase space of a one dimensional lattice,
performing translation, squeezing and superposition of
Gaussian states. Finally, in section V we apply our
method to the preparation of an optimal initial state for
the observation of dynamical tunneling in a modulated
optical lattice [34, 35].
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II. EXPERIMENTAL SETUP AND
ALGORITHMS

A. Experimental setup

The experiment starts with a 3’Rb BEC of 5 - 10°
atoms obtained in a hybrid trap formed by a crossed
optical dipole trap and a magnetic quadrupole trap [36].
The BEC is adiabatically loaded in a far-detuned one-
dimensional optical lattice of period d produced by two
counterpropagating laser beams of wavelength \ = 2d =
1064 nm. Along the axis of the optical lattice, the atoms
experience the potential

V(w,t) = =5 Bi cos (kia + ¢ (1) + Vin(2), (1)
= VL(.Z‘, t) + Vhyb(x),

where ki, = 27/d and Ep, = h®k? /2m are respectively
the wavenumber and characteristic energy scale of the
lattice (with & the reduced Planck constant and m the
atomic mass of 8"Rb). The dimensionless lattice depth s
is independently calibrated for each experiment [37]. We
directly manipulate the lattice phase ¢(t) with ¢(0) =0
by varying the relative phase between the drives of the
two acousto-optic modulators controlling the laser beams
of the lattice [16]. The hybrid trap potential Vi, has
a small angular frequency w, = 27 x 10 Hz making it
negligible at the timescales of the experiments presented
here, which are driven by the lattice potential Vz,. In the
subspace of null quasi-momentum, the external atomic
state 1 (z,t) is then represented by a superposition of
plane waves:

Bl t) = 3 el)e(a), (2)

LEL

with co(t) € C, 3, lee(t)|? = 1 and x,(x) = eFre/V/d.

The experiment consists in continuously varying the
reference position of the lattice, given by —p(t)/ky, for
t € [0,t.] in order to control the final state 1 (x,t.) (see
section ITB). All the traps are then suddenly switched off
and the BEC goes into ballistic expansion. After a suf-
ficiently long time-of-flight (35 ms for the data presented
here), we measure the relative atomic populations in the
different diffraction orders which correspond to the prob-
abilities |c(t)|?. In order to completely reconstruct the
quantum state ¥ (z, t.), we also need to access the phases
of the ¢y(t.) coefficients. For this purpose, we sample
with independent realizations the evolution of the pre-
pared state in the static lattice (with ¢(t > t.) = 0) and
use these data for a full state reconstruction (see section
I1C).

B. Quantum optimal control

In order to reach a target state |¢)7) from the ground
state of the lattice potential defined in Eq. (1), we en-
gineer the evolution of the control parameter o(t) over
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FIG. 1. Numerical demonstration of an optimized con-
trol field for the preparation of a superposition of Gaussian
states centered in (z,p) = £(d/4, psep) (see section III) start-
ing from the ground state of the lattice with a numerical fi-
delity to target Fin > 0.995. (a) Time-evolution of the lattice
phase ¢(t). (b) (resp. (c)) Squared modulus of the initial
(resp. final) wave function in the z-representation (red) and
lattice potential (black) over 3 lattice sites. (d) (resp. (e))
(z, p) phase space, where the Husimi distribution correspond-
ing to the states in (b) (resp. (c)) are depicted (red), as
well as the classical trajectories in the static lattice at depth
s (black lines). The colorscale for each Husimi distribution
extends from 0 to its maximum value. Parameters: s = 5.55
and tc = 1.75Tp =~ 103.3 ps (see text).

the duration t. using a first-order gradient-based optimal
control algorithm [14, 38, 39]. The algorithm consists in
the iterative maximization of a figure of merit F that
quantifies the success of applying a given ¢(¢) to reach
the target through integration of Schrédinger’s equation.
Our numerical method is detailed in [16]. The figure of
merit is the usual quantum fidelity F (|¢7), [¢¥(tc))) =
|(4pp|t(te))]* and no constraint is put on ¢(t). The time
t. is also fixed beforehand to 1.757; or 27Ty depending
on the complexity of the preparation, with Ty the period
associated to the transition between the two lowest levels
of the static lattice (e.g. for s = 5.5, Ty ~ 59.3 us). The
state preparation is therefore clearly in the non-adiabatic
regime. At the end of the optimization process, we obtain
numerically a theoretical fidelity Fi, = |<¢JT|1/)QOC>|2
where |¢qoc) is the final state reached when using the
optimized control field pqoc(t). A typical result of a
quantum optimal control query is shown in Fig. 1.

C. Quantum state reconstruction

To ensure the quality of the quantum control scheme,
we certify the preparation of the desired state by state
tomography through likelihood maximization. Such a re-
construction of an experimentally prepared state requires
finding the density matrix p = pyr, which maximizes the



likelihood £ [28, 30-33]:

pun = argmax {£[p]}  with L[5 =[], (3)
J

where 7; = tr{ﬁEj} are the expected measurement prob-
abilities obtained from a set of operators Ej forming a
positive operator-valued measure (POVM) and f; are the
corresponding frequencies measured experimentally. In
our case, the measurement frequencies f; are the relative
populations of the plane waves ¢ measured at regularly
spaced times t € [t¢, tc + trec], divided by the number of
sample times Ny (tyec = 100 ps and Ny = 20 for data
presented here unless specified otherwise):

1 2
.= = —ecp(t 4
i = fee = g lee) (4)
As we intend to use these measurements to reconstruct
the state prepared at t., the elements of the POVM are
therefore:

.. 1 - .
Ej=Ee = EUT(@ te) xedxelU(t,te), — (5)

with U(t,t.) the evolution operator in the static lattice
potential Vi, (with ¢ = 0) from ¢ to ¢.

To obtain the maximum likelihood estimate of the 1-
body density matrix pmr, we implement the iterative
method developed in [29, 30]. We define a transformation
™ = p(HD such that L[p" Y] > L[] and pur, is a
fixed point of the transformation. This algorithm reads:

1. Set an initial guess state p(),
2. Construct R [p(0] = > fiE;/ tr{pOE;},
3. Transform p(© — p1) = R [p0] pO R [pO],

4. Repeat from step 2 until £ [p(M] — £ [p("~V] ~
0 < p™ converged to pyr.

Here, we use ﬁ(o) =1p/D, with D = 2/,,x + 3 chosen as
the cut-off dimension of the Hilbert space so as to avoid
boundary effects, £1,.x being the highest diffraction order
at which some signal is experimentally detected (for the
experiments presented in this paper 2 < £, < 6). Our
choice of p(9) corresponds to the guess with the least ini-
tial information. Finally, two indicators are computed to
certify the preparation: the fidelity of pyir, to the numer-
ically propagated state Foxp = (¥qoc|pmi|tqoc) and
the purity v = tr{ﬁﬁ/m} which is an indicator of our
preparation reproducibility over the typically 20 realiza-
tions used for reconstruction. An accurate determination
of the prepared state therefore requires a fine degree of
reproducibility. We illustrate the quantum state recon-
struction process with an example in Fig. 2.

Even though interactions are present within the BEC,
we verified through numerical simulations that their im-
pact on the dynamics is negligible for evolution times
lower than typically 150 ps. This permits the use of the
Schrodinger equation in both the optimal control and re-
construction algorithms.
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FIG. 2. Quantum state reconstruction by likelihood
maximization of the state experimentally prepared by the
control field of Fig. 1. (a-b) Density matrices p with arg {p; ; }
color coded and |p;,;| size coded (not to scale between panels).
(a) Identity Ip/D (D = 11) as the initial guess. (b) Density
matrix of maximum likelihood par. (c) Stack of experimental
integrated absorption images taken during the evolution of
the prepared state in the static lattice at s = 5.5 £0.5. (d)
Diagonal terms of the numerical propagation of pmi, which
correspond to the absorption images of (c).

III. NON-SQUEEZED GAUSSIAN STATES

In a first set of experiments, we prepare and recon-
struct non-squeezed Gaussian states at arbitrary posi-
tions in phase space. In an analogous manner to the
definition of coherent states in quantum optics [40, 41],
we define, at each lattice depth s, a non-squeezed Gaus-
sian state |g(0,0)) as the ground state of the harmonic
oscillator that approximates the bottom of each lattice
well. For s > 1, the state |g(0,0)) can be equated to the
ground state of the sinusoidal potential. We denote more
generally as |g(u,v)) this same state displaced in phase
space by (u,v) = (kL (Z)y(y.0) > (P) g(uw) /MkL). The dis-
placed Gaussian state |g(u,v)) can be expanded on the
plane wave basis with the coefficients [42]:

2 1/4 ) B o
Cg(u,l)) — <7T\/§> 6zu7j/26 z@ue (¢ 71)2/\/§7 (6)

giving the position and momentum standard deviations
in state |g): kpAzg = s~Y* and Apo/hky, = s'/4)2.
To relate our results to the classical phase space of the
system, we also define peep, = +/shiky, the positive mo-
mentum of the separatrix at x = 0 (see e.g. Fig. 1(d)).
In Fig. 3, we show the Husimi distributions H (u,v) =
(g(u,v)| plg(u,v)) /2 of numerically propagated final
states pqoc = |¥qoc) (¥qoc| and of corresponding den-
sity matrices pyr, reconstructed from experimental data.
The results are detailed in Table I. We prepare trans-



FIG. 3. Non-squeezed Gaussian states. (a-e) Husimi
representations in the phase space of the static lattice. Top
(red): states |¢yqoc) numerically prepared by optimal con-
trol. Bottom (blue): density matrices pmr, reconstructed from
experimental data by likelihood maximization. The relative
phases in the superpositions (d-e) are respectively 0 and 7
(see text). The colorscale for each Husimi distribution ex-
tends from 0 to its maximum value. See Table I for associated
experimental parameters and figures of merit.

Fig. 3 a b c d e
u /2 0 /2 +7/2 +7/2
v 0 Vs Vs/2 o ks Eys

Fexp 0.95 0.85 0.95 0.98 0.95
v 0.95 0.96 0.96 1.00 1.00

s 5.50+0.25 5.49+0.20 5.57+0.20 5.5+0.5 5.30+0.25

TABLE I. Parameters used for the preparation of non-
squeezed Gaussian states and figures of merit ob-
tained from their reconstruction. For all experiments
fth > 0.995 and te = 1.75 To.

lated non-squeezed Gaussian states with high fidelity to
numerical simulations and good purity (v > 0.95). As
our experimental reconstruction data come from several
independent initial states evolved for different durations
before measurement, we expect the decrease in purity
~ to result from residual experimental fluctuations. In
Fig. 3(d-e), we realize even and odd superpositions of
non-squeezed Gaussian states, that is |¢r) = (|g(u,v)) +
e |g(—u, —v)))/v2, with ¢ = 0,7. To our knowledge,
there is no adiabatic method for preparing such super-
positions of translated Gaussian or ground states in the
lattice. The differences between their momentum evo-
lutions (see Appendix A) allow to unambiguously iden-
tify that the prepared states are consistent with numer-
ical simulations (Table I), which is further confirmed by

the very low cross fidelities: f(wg())c, ﬁgg‘) = 0.004 and
.7-“(1/18%0,,6%;}4) =0.008. The Husimi representations of
the states (both for |¢qoc) and pmr,) show however very

little difference between the superposition states of oppo-
site parity, a known feature of this quasi-distribution [43].

IV. SQUEEZED GAUSSIAN STATES

In a second set of experiments, we apply our prepa-
ration and reconstruction procedures to the squeezing
of Gaussian states. We define the z-squeezing param-
eter as the ratio of standard deviations £ = Ax/Azy =
(Ap/Apo)~! . Including £ in the definition of our Gaus-
sian states, Eq. (6) becomes:

2 2 1/4 ) )
Céﬁ) (u’ ’U) — < f/g) ezuv/Zefzfuesz(va)z/\/g. (7)
™

For the squeezed Gaussian state | g(f)> at lattice depth
s, position and momentum standard deviations are given
by kL Az = & s~ /% and Ap/hky, = s*/*/2¢. The highest
bound on £ is reached when only a single diffraction order
is populated, which we can achieve up to |¢| = 10 [16].

Figure 4 and Table IT display results for (u,v) = (0,0)
and 1/¢ ranging from 0.44 to 4.34. Up to 1/ = 2.75,
we prepare and reconstruct states with good fidelities
and purities (Fexp > 0.92 and v > 0.91). For the
highly squeezed state 1/§ = 4.34 of Fig. 4(e), it is nec-
essary to increase t. to 27T} in order to attain a reason-
able numerical fidelity Fi,. This is due to the complex-
ity of the target state which consists in the superposi-
tion of 13 significantly populated momentum components
(lejej<7[* > 0.025) with as many complex coefficients to
control. The simultaneous population of many momen-
tum components has an even worse effect on the recon-
struction as it significantly reduces the signal-to-noise ra-
tio due to the lower number of atoms per diffraction peak
(see Appendix B), which also requires an increase in re-
construction parameters t,o. and Ny (to 125 us and 25, re-
spectively). Nevertheless, we achieve a fidelity Fex, > 0.8
even in that extreme case, and all the Husimi represen-
tations of Fig. 4 show qualitatively very good agreement
between pur, and |qoc) for the squeezing of Gaussian
states.

Interestingly, a squeezed state produced by Eq. (7) at
depth s with squeezing parameter £ can be identified to
a non-squeezed state produced by Eq. (6) at depth seg.
This leads to an effective lattice depth associated to the
squeezed state sex = &*s. In that sense, Fig. 4(e) is
the effective realization of the ground state of a lattice
of depth s.g =~ 2000 in our lattice of depth s = 5.62.
This is, to our knowledge, the first realization of such a
state, the production of which is technically impossible
with adiabatic methods. For example, with our setup,
we would require a laser power of about 750 W in order
to reach this lattice depth.

We also targeted Gaussian states both squeezed and
rotated in the (z, p) plane. Target state definition and re-
sults for those experiments are presented in Appendix C.
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FIG. 4. Squeezed Gaussian states. (a-e) Husimi rep-
resentations in the phase space of the static lattice. Top
(red): states |tqoc) numerically prepared by optimal control.
Bottom (blue): density matrices pmr, reconstructed from ex-
perimental data by likelihood maximization. The colorscale
for each Husimi distribution extends from 0 to its maximum
value. See Table II for associated experimental parameters
and figures of merit.

Fig. 4 a b c d e
1/¢ 0.44 0.62 1.65 2.75 4.34
Fin > 0.995 0.980 0.965
Fexp 0.99 0.96 0.97 0.92 0.81

¥ 1.00 1.00 0.99 0.91 0.83
s 5.4940.20 5.49+0.20 5.45+0.40 5.57+0.20 5.62+0.25
te/To _ 1.7 — 2
trec (ps) ——mm8— 100 ——M 125

TABLE II. Parameters used for the preparation of
squeezed Gaussian states and figures of merit ob-
tained from their reconstruction. For all experiments
(u,v) = (0,0).

V. ENHANCING A DYNAMICAL TUNNELING
QUANTUM SIMULATION

As a use-case example, we apply our QOC method to
the production of the initial state for a quantum simu-
lation experiment in a Floquet system. More precisely,
we employ our protocol to prepare the optimal initial
state for the observation of dynamical tunneling in an
amplitude-modulated one-dimensional optical lattice. In
the mixed phase space of a periodically driven dynami-
cal system, classical trajectories are either quasi-periodic
(regular) or chaotic (resulting respectively in continu-
ous lines or spread points in the Poincaré section, see
e.g. Fig. 5(a)). Quantum particles in such a system
can undergo dynamical tunneling, oscillating from one
region of regular trajectories to another, crossing classi-
cally impassable Kolmogorov-Arnold-Moser surfaces [44].
For time-periodic Hamiltonians, a natural basis is the
set of Floquet states, the eigenstates of the evolution
operator over one period of modulation (the Floquet
operator). Dynamical tunneling occurs when two non-
degenerate Floquet states span the same regular regions
of phase space, with a tunnelling oscillation frequency

proportional to the quasi-energy difference between the
two states in the Floquet spectrum [34, 44].

In previous experiments with cold atoms in optical
lattices, dynamical tunneling was studied with an ini-
tial sudden shift of the lattice to bring the ground state
of the system in one of the tunnel-coupled regular re-
gions [35, 45, 46]. Although this method provides evi-
dence of the phenomenon, more than one frequency is ob-
served in the tunneling signal as the initial states project
only partially in the subspace of the two relevant Floquet
states. Moreover the visibility of the oscillations is lim-
ited by the unequal-weight projection onto these states.
We propose quantum optimal control as a way to opti-
mize the initial state for the observation of dynamical
tunneling.

The modulated potential is:

Viz,t) = —%EL (1+ e cos(wt)) cos (kLz),  (8)

which generates the mixed phase portrait of Fig. 5(a) for
the parameters s(w) = 0.25 (hw/FEp)? and £ = 0.1 [47].
We focus on the center of the Poincaré section, where
a classical particle, stroboscopically observed every two
periods of modulation, is bound to the lateral harmonic
oscillator-like region it started in. For the quantum
counterpart, w sets an effective reduced Planck constant
her = 2 F1,/hw that we fix at 0.36 for the dynamical tun-
neling timescale to be compatible with the two-period
stroboscopic sampling. Our optimal control target is the
state that maximizes the visibility of the tunneling os-
cillation, that is the equal-weight superposition of the
two main Floquet states in the central regular region of
Fig. 5(a), with a relative phase such that the atoms start
on the right side (see Appendix D). We can achieve a
theoretical preparation fidelity Fi, > 0.995 After evolu-
tion in the modulated potential, and before time-of-flight
measurement, we modulate the potential during an addi-
tional half-period to perform a m/2-rotation around the
center of the phase space and convert the population in
the right (resp. left) regular region into experimentally
accessible negative (resp. positive) momentum compo-
nents [35] (Fig. 5(a-b)).

Figure 5 compares the results of dynamical tunneling
experiments when the initial state is either approximated
by a translation of the ground state (Fig. 5(c-f)) or tar-
geted by our optimal control method (Fig. 5(g-j)) [48].
The spectral content of the oscillations is clearly refined
when the 2-Floquet state superposition is prepared, re-
sulting in a greater signal-to-noise ratio for the measure-
ment of the atomic tunneling.
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FIG. 5. Dynamical tunneling experiments. (a) Poincaré
section of the system with the initially populated regular re-
gion (gray area with black solid line border) and the coupled
regular region that gets populated through dynamical tunnel-
ing (gray area with black dashed line border). (b) Same as
(a) after phase space rotation (see text). (c-f) Results for
the initially translated ground state. (g-j) Results with the
initial state obtained from optimal control. (c,g) Numerical
evolution of the momentum distribution. (d,h) Correspond-
ing stack of experimental integrated absorption images. (e,i)
Numerical and (f,j) experimental evolutions of the negative
(solid line) and positive (dashed line) momentum populations.
Parameters: (c-f) s = 7.95 £ 0.40 and (g-j) s = 7.95 £ 0.30.

VI. CONCLUSION AND PROSPECTS

Quantum optimal control is a powerful tool for engi-
neering the external state of ultracold atoms in an op-
tical lattice. We use it here to manipulate the phase-
space distribution of atoms in the unit cells of a one-
dimensional optical lattice. We are able to arbitrarily
position, squeeze and superpose Gaussian states, creat-
ing exotic phase-space distributions, as well as to target
Floquet states. Using iterative state reconstruction in-
spired by quantum optics methods [30], we certify our
control protocol, showing a good reproducibility in the
preparation of the desired states (indicated by the purity
of the reconstructed state) with great fidelities to numer-
ical simulations. In the last section, we use our quantum
optimal control protocol for the preparation of a specific
superposition of Floquet states in a dynamical tunneling

experiment.

These results demonstrate the promises optimal con-
trol holds for applications to quantum simulation and
metrology. With the demonstrated ability of our method
to produce highly non-stationary quantum states up to
four times narrower in position than the ground state of
the lattice, we achieve the preparation of states that are
technologically inaccessible through the preparation of a
ground state on a lattice setup. The short timescale for
this preparation is also typically well below the duration
that would be required for an adiabatic loading of such a
ground state. The optimal control algorithm allows us to
approach the minimum time for the preparation of exotic
states in the lattice (which is still constrained by lattice
dynamics [16]).

This work, through the controlled generation of highly
squeezed states, paves the way to the investigation of in-
teraction effects in the dynamics, and therefore to the
development of control protocols that include interac-
tions [49]. It could also be generalized to systems of
higher dimensionality, where stronger interaction regimes
come into play. Ultimately, experiments exploiting op-
timal control at each stage (preparation, manipulation
and measurement) for enhanced performance can be en-
visioned. Thus optimal control may in the future allow
to approach ultimate performances on a given setup.
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Appendix A: Superposed Gaussian states

We show on Fig. 6(a;-b;) the data used for the re-
construction of the even and odd superpositions of non-
squeezed Gaussian states of Fig. 3(d-e). A striking differ-
ence between the evolution of their momentum distribu-
tions can be seen on the 0** order of diffraction that turns
on and off for the even superposition of Fig. 6(a) whereas
it is rigorously off for the odd superposition of Fig. 6(b).
Despite their almost indistinguishable Husimi distribu-
tions, the different time-evolutions of the two superpo-
sitions allow for the reconstruction of states that evolve
very much like the experimental data (Fig. 6(ag-bs)) as
well as the numerically prepared states |1qoc) (Fig. 6(as-
bs)).
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FIG. 6. Evolution of the momentum distribution of
superpositions of Gaussian states kept in the static
lattice. Top panels (a) correspond to the even superposi-
tion of Fig. 3(d). Bottom panels (b) correspond to the odd
superposition of Fig. 3(e). (ai,b1) Stacks of experimental
integrated absorption images taken during the evolution of
the prepared states in the static lattice. (a2,b2) Numerical
evolution of the diagonal terms of the density matrices recon-
structed from (ai,b1). (as,bs) Numerical evolution of the
states |®)qoc) obtained by optimal control. See Table I for
associated experimental parameters and figures of merit.

Appendix B: Highly squeezed Gaussian state

In Figure 7(a), we show the reconstruction data for
the highly squeezed state (1/€ = 4.34) of Fig. 4(e). For
[¢| > 3 we can see that the signal-to-noise ratio gets
quite low, which, in addition to the higher number of
plane wave coefficients to determine, greatly complicates
the reconstruction process. Despite the lower fidelity
Fexp = 0.81 of pumr, to [tyqoc) that we obtain, hardly
any difference is visible between the numerical evolution
of the momentum distributions associated with the re-
constructed state (Fig. 7(b)) and with the prepared state
(Fig. 7(c)). This seems to indicate that the impact on the
fidelity originates from differences in the extreme plane
wave coefficients for which the signal-to-noise is lower.
This sensitivity to noise also makes the data less repro-
ducible, leading to a reduced state purity v = 0.83.

Appendix C: Rotated squeezed Gaussian states

In order to perform the rotation in phase space of
squeezed Gaussian states we need to redefine our tar-
get states. For a positive rotation angle 6 in the (z — p)
phase space, the plane wave coefficients of these states
are:

A /4 ‘
C&Eﬂ)(u,v) _ (Reﬂ- ]) ezuv/2e—zlue—A(l—v)2/2’ (C].)

T T T T T 1T T T T T LL} T T T T T
100 0 50 100 O 50 100
t (us)

FIG. 7. Evolution of the momentum distribution of
a highly squeezed state kept in the static lattice.
(a) Stack of experimental integrated absorption images taken
during the evolution of the prepared state in the static lat-
tice. (b) Numerical evolution of the diagonal terms of the
density matrix reconstructed from (a). (c¢) Numerical evo-
lution of the state |¢)qoc) obtained by optimal control. (b)
and (c) correspond to the evolutions of the states presented
in Fig. 4(e).

FIG. 8. Rotated squeezed Gaussian states. (a-b)
Husimi representations in the phase space of the static lattice.
Left (red): state [)qoc) numerically prepared by optimal con-
trol. Right (blue): density matrix pmr, reconstructed from ex-
perimental data by likelihood maximization. The colorscale
for each Husimi distribution extends from 0 to its maximum
value. See Table III for associated experimental parameters
and figures of merit.

with

cosh(r) — sinh(r) 2% 1 s
A= . d =-In|l—|.
cosh(r) + sinh(r) 2 e r= G &4

Figure 8 and Table IIT show results for (u,v) = (0,0),
¢=1/3 and 0 = £ /4.

Fig. 8 a b
0 /4 —7/4

Fexp 0.91 0.89
~ 0.88 0.90

TABLE III. Parameters used for the preparation of ro-
tated squeezed Gaussian states and figures of merit
obtained from their reconstruction. For all experiments
(u,v) = (0,0), &€ = 1/3, Fen > 0.995, s = 5.45 + 0.30 and
te = 1.75T5.



Appendix D: Initial states for dynamical tunneling

We define the ideal state for dynamical tunneling as
the equal-weight superposition of the two Floquet states
|Fa) and |F) that support the tunneling:

-t
V2

where |Fa) and |Fp) can be identified by their overlap
with a non-squeezed Gaussian state (Eq. (6)) centered
in either lateral regular regions of the Poincaré section
(Fig. 5(a)). With optimal control, we initialize the sys-
tem in the right regular region, that is targeting the su-
perposition |1(fgr)) with the phase difference between the
two Floquet states:

(IFa) + € |FB))

[4(6)) (D1)

O = arg max {@W,)} . (D2)

Defining |¢o), the ground state of the lattice, and ﬁ(Ax),
the translation operator that translates in x by a quantity

Aw, the translated ground state to which we compare the
preparation of |(0gr)) is D(Azg)|do) with Azg maxi-
mizing the overlap between |¢(0gr)) and the translated
ground state:

A = argmax { | (w(6)| D) )| . (D3)

For our parameters, we find a fidelity between
the translated ground state and the optimal state

(h(6r)| D(Azg) |<zso>\2 ~0.91.

Fig. 9 shows the Husimi representations of |¢g),
D(Azg) |po), |Fa), |Fg) and [¢(0g)). The differences
between the translated ground state D(Azg)|¢o) and
the optimal state |1(6gr)) may seem small, however their
impact on the tunneling signal is quite important, lead-
ing to much sharper oscillations with the optimal state
(see Fig. 5).
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